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Denial of Service

Internet protocol and ICMP

TCP

IP spoofing, fragmentation

IP traceback, filtering
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Denial of Service (DoS) attacks
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DoS works better when there is asymmetry between
victim and attacker
- Attacker uses few resources to cause
- Victim to consume lots of resources



Denial of Service (DoS) attacks

ISP1 ISP2 
1.2.3.4

5.6.7.8

Backbone 

DoS works better when there is asymmetry between
victim and attacker
- Attacker uses few resources to cause
- Victim to consume lots of resources

Old example: Smurf attack
Router allows attacker to send broadcast ICMP ping on
network. Attacker spoofs SRC address to be 1.2.3.4



Denial of Service (DoS) attacks

ISP1 ISP2 

1.2.3.4

5.6.7.8

Backbone 

DoS works better when there is asymmetry between
victim and attacker
- Attacker uses few resources to cause
- Victim to consume lots of resources

More recent: DNS reflection attacks
Send DNS request w/ spoofed target IP (~65 byte request)
DNS replies sent to target (~512 byte response)

ISP3 

8.7.3.4

Short DNS request

Longer DNS reply



Denial of Service (DoS) attacks

ISP1
ISP2 

1.2.3.4

5.6.7.8

Backbone 

DoS works better when there is asymmetry between

victim and attacker

- Attacker uses few resources to cause

- Victim to consume lots of resources

Big asymmetry: ping of death 

A single packet that causes crash on remote system

Early on: ping packet with size > 65,535



IPv4 fragmenting

data
ENet
hdr

ENet
tlr

Ethernet frame 
containing 
IP datagram

IP 
hdr

IP allows datagrams of size from 
20 bytes  up to   65535 bytes 

Some link layers only allow MTU of 1500 bytes

IP figures out MTU of next link, and fragments packet if
necessary into smaller chunk



IPv4 fragmenting
dataENet

hdr
ENet

tlr
Ethernet frame 
containing 
IP datagram

IP 
hdr

4-bit 
version

4-bit 
hdr len

8-bit 
type of service

16-bit 
identification

16-bit 
total length (in bytes)

3-bit 
flags

13-bit 
fragmentation offset

8-bit 
time to live (TTL)

8-bit 
protocol

16-bit 
header checksum

32-bit 
source IP address

32-bit 
destination IP address

options (optional)



IPv4 fragmenting

data
ENet
hdr

ENet
tlr

Ethernet frame 
containing 
IP datagram

IP 
hdr

16-bit 
identification

3-bit 
flags

13-bit 
fragmentation offset

Source-specified “unique” number
identifying datagram

Flags:
0  b1  b2

where b1  = May Fragment (0)  / Don’t Fragment (1)
where b2  = Last Fragment (0)  /  More Fragments (1)

Fragment offset in 8-byte
units

What is the 
problem?



Fragmentation attacks

ISP1 ISP2 

Fragmentation abused in lots of vulnerabilities:
• Ping of death: allows sending 65,536 byte packet, overflows 

buffer. 
• Teardrop DoS: mangled fragmentation crashes reconstruction

code (Set offsets so that two packets have overlapping data)
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Fragmentation attacks

ISP1 ISP2 

Fragmentation abused in lots of vulnerabilities:
• Ping of death: allows sending 65,536 byte packet, overflows 

buffer. 
• Teardrop DoS: mangled fragmentation crashes reconstruction

code (Set offsets so that two packets have overlapping data)
• Avoiding IDS systems: IDS scans packets for exploit strings;

add random data into packets, overwrite later during 
reconstruction due to overlapping fragments

1.2.3.4

5.6.7.8

Backbone 

ISP3 

8.7.3.4



Dealing with spoofing: IP traceback

• Spoofed IPs means we cannot know where 
packets came from

• IP traceback is problem of determining the 
origination of one or more packets



IP traceback

ISP1 ISP2 

IP traceback approaches:
• Logging – each router keeps logs of packets going by
• Input debugging – feature of routers allowing filtering egress 

port traffic based on ingress port. Associate egress with ingress 
• Controlled flooding – mount your own DoS on links selectively to

see how it affects malicious flood
• Marking – router probabilistically marks packets with info
• ICMP traceback – router probabilistically sends ICMP packet

with info to destination 
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8.7.3.4



Dealing with spoofing: BCP 38

• Spoofed IPs means we cannot know where 
packets came from

• BCP 38 (RFC 2827): upstream ingress filtering 
to drop spoofed packets



BCP 38

ISP1 ISP2 

Before forwarding on packets, check at ingress that 
source IP legitimate
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BCP 38
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https://spoofer.caida.org/summary.php

https://spoofer.caida.org/summary.php


Botnets and DDoS

ISP1 ISP2 

1.2.3.4
5.6.7.8

Backbone 

ISP3 

8.7.3.4

8.7.1.3

1.2.4.3

April 27, 2007

Continued for weeks, with varying levels of intensity

Government, banking, news, university websites

Government shut down international Internet connections



Internet protocol stack

Application HTTP, FTP, SMTP, SSH, etc.
Transport TCP, UDP
Network IP, ICMP, IGMP
Link 802x (802.11, Ethernet)

Application
Transport
Network
Link

Application
Transport
Network
Link

Network
Link



TCP (transport control protocol)

• Connection-oriented
– state initialized during handshake and maintained

• Reliability is a goal
– generates segments
– timeout segments that aren’t ack’d
– checksums headers, 
– reorders received segments if necessary
– flow control



TCP (transport control protocol)
dataIP 

hdr
TCP 
hdr

16-bit 
source port number

16-bit 
destination port number

32-bit 
sequence number

32-bit 
acknowledgement number

4-bit 
hdr len

6-bits 
reserved

16-bit 
window size

6-bits 
flags

16-bit 
TCP checksum

16-bit 
urgent pointer

options (optional)

data (optional)



TCP handshake

SYN  seqC , 0 
Client C Server S

SYN/ACK  seqS , seqC+1 

ACK seqC + 1, seqS + 1  

SYN = syn flag set
ACK = ack flag set
x,y = x is sequence #, y is acknowledge #



TCP teardown

FIN  seqC , seqS
Client C Server S

ACK  seqC+1 

ACK  seqS + 2  

SYN = syn flag set
ACK = ack flag set
x,y = x is sequence #, y is acknowledge #

FIN  seqS + 1, seqC +1 



TCP SYN floods

ISP1 ISP2 

Send lots of TCP SYN packets to 1.2.3.4
• 1.2.3.4 maintains state for each SYN packet for some amount

window of time
• If 5.6.7.8 sets SRC IP to be 8.7.3.4, what does 8.7.3.4 receive?

1.2.3.4

5.6.7.8

Backbone 

ISP3 

8.7.3.4



TCP handshake

SYN  seqC , 0 
Client C Server S

SYN/ACK  seqS , secC+1 

ACK seqC + 1, seqS + 1  

How are secC and seqS
selected?

Initial sequence numbers must
vary over time so that different
connections don’t get confused



Predictable sequence 
numbers

ISP1 ISP2 

1.2.3.4

5.6.7.8

Backbone 

ISP3 

8.7.3.4
4.4BSD used predictable initial sequence numbers (ISNs)
• At system initialization, set ISN to 1
• Increment ISN by 64,000 every half-second

What can a clever attacker do?



Predictable sequence 
numbers

ISP1 ISP2 

1.2.3.4

5.6.7.8

Backbone 

ISP3 

8.7.3.4

src: 8.7.3.4
dst: 1.2.3.4

seq#(8.7.3.4)
FIN

src: 8.7.3.4
dst: 1.2.3.4

seq#(8.7.3.4)
“rsh rm –rf /”

Forge a FIN packet from 
8.7.3.4 to 1.2.3.4

Forge some application-layer
packet from 8.7.3.4 to 1.2.3.4

Connection b/w 1.2.3.4 and 8.7.3.4



Predictable sequence 
numbers

ISP1 ISP2 

1.2.3.4

5.6.7.8

Backbone 

ISP3 

8.7.3.4Fix idea 1:
• Random ISN at system startup
• Increment by 64,000 each half second

Better fix:
• Random ISN for every connection

Still issues:
• Any FIN accepted with seq# in receive window: 217 attempts



TCP/IP security: other issues

• Congestion control abuse
– can allow cheaper DoS

• No crypto
–We covered TLS

• BGP routing 
– we’ll talk about later

• DNS (mapping from IP to domain names)
–We’ll talk about later



More about DoS

ISP1 ISP2 

DoS is still a big problem

1.2.3.4

5.6.7.8

Backbone 

ISP3 

8.7.3.4

How big?



Backscatter

ISP1 ISP2 

Can we measure the level of DoS attacks on Internet?
• If we can measure spurious packets at 8.7.3.4, we might

infer something about DoS at 1.2.3.4

1.2.3.4

5.6.7.8

Backbone 

ISP3 

8.7.3.4



Types of responses to floods
ings.

2 Background

Denial-of-service attacks consume the resources of a re-
mote host or network that would otherwise be used for
serving legitimate users. There are two principal classes
of attacks: logic attacks and flooding attacks. Attacks in
the first class, such as the “Ping-of-Death”, exploit ex-
isting software flaws to cause remote servers to crash or
substantially degrade in performance. Many of these at-
tacks can be prevented by either upgrading faulty soft-
ware or filtering particular packet sequences, but they re-
main a serious and ongoing threat. The second class,
flooding attacks, overwhelm the victim’s CPU, memory,
or network resources by sending large numbers of spu-
rious requests. Because there is typically no simple way
to distinguish the “good” requests from the “bad”, it can
be extremely difficult to defend against flooding attacks.
For the purposes of this study we will focus solely on
flooding attacks.

2.1 Attack types

There are two related consequences to a flooding attack –
the network load induced and the impact on the victim’s
CPU. To load the network, an attacker generally sends
small packets as rapidly as possible since most network
devices (both routers and NICs) are limited not by band-
width but by packet processing rate. Therefore, packets-
per-second are usually the best measure of network load
during an attack.
An attacker often simultaneously attempts to load the

victim’s CPU by requiring additional processing above
and beyond that required to receive a packet. For exam-
ple, the best known denial-of-service attack is the “SYN
flood” [6] which consists of a stream of TCP SYN pack-
ets directed to a listening TCP port at the victim. For
each such SYN packet received, the host victim must
search through existing connections and if no match is
found, allocate a new data structure for the connection.
Moreover, the number of these data structures may be
limited by the victim’s operating system. Consequently,
without additional protection, even a small SYN flood
can overwhelm a remote host. There are many similar
attacks that exploit other code vulnerabilities including
TCP ACK, NUL, RST and DATA floods, IP fragment
floods, ICMP Echo Request floods, DNS Request floods,
and so forth.

2.2 Distributed attacks

While a single host can cause significant damage by
sending packets at its maximum rate, attackers can (and

Packet sent Response from victim

TCP SYN (to open port) TCP SYN/ACK
TCP SYN (to closed port) TCP RST (ACK)
TCP ACK TCP RST (ACK)
TCP DATA TCP RST (ACK)
TCP RST no response
TCP NULL TCP RST (ACK)
ICMP ECHO Request ICMP Echo Reply
ICMP TS Request ICMP TS Reply
UDP pkt (to open port) protocol dependent
UDP pkt (to closed port) ICMP Port Unreach
... ...

Table 1: A sample of victim responses to typical attacks.

do) mount more powerful attacks by leveraging the re-
sources of multiple hosts. Typically an attacker com-
promises a set of Internet hosts (using manual or semi-
automated methods) and installs a small attack daemon
on each, producing a group of “zombie” hosts. This dae-
mon typically contains both the code for sourcing a va-
riety of attacks and some basic communications infras-
tructure to allow for remote control. Using variants of
this basic architecture an attacker can focus a coordinated
attack from thousands of zombies onto a single site.

2.3 IP spoofing

To conceal their location, thereby forestalling an effec-
tive response, attackers typically forge, or “spoof”, the IP
source address of each packet they send. Consequently,
the packets appear to the victim to be arriving from one
or more third parties. Spoofing can also be used to “re-
flect” an attack through an innocent third party. While
we do not address “reflector attacks” in this paper, we
describe them more fully in Section 3.3.

3 Basic methodology

As noted in the previous section, attackers commonly
spoof the source IP address field to conceal the loca-
tion of the attacking host. The key observation behind
our technique is that for direct denial-of-service attacks,
most programs select source addresses at random for
each packet sent. These programs include all of the most
popular distributed attacking tools: Shaft, TFN, TFN2k,
trinoo, all variants of Stacheldraht, mstream and Trin-
ity). When a spoofed packet arrives at the victim, the
victim usually sends what it believes to be an appropri-
ate response to the faked IP address (such as shown in
Table 1). Occasionally, an intermediate network device
(such as a router, load balancer, or firewall) may issue
its own reply to the attack via an ICMP message [21].

From Moore et al., “Inferring Internet Denial-of-Service Activity”



Internet telescopes

ISP1 ISP2 

1.2.3.4

5.6.7.8

Backbone 

ISP3 

8.7.3.4
7.4.0.0/16

12.4.0.0/8

Setup some computers to watch traffic sent to darknets
• Darknet = unused routable space

0 232

2001:   400 SYN attacks per week  2008:   4425 SYN attacks per 24 hours



Received traffic to 
idle machine (2017)



Preventing DoS: Akamai approach

1.2.3.4
Filtering box

Lots of SYNs

Lots of SYN/ACKs

Few ACKs

Just need a beefy box to help with filtering. 
Companies pay Prolexic to do it for them


